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(zeneral Information



Welcome

We are happy to welcome you all to the Third German Human Factors Summer
School 2021. The German Summer School for Human Factors is the successor
of the Berlin Summer School of Human Factors which was initiated and orga-
nized from 2014-2018 by the Department of Psychology and Ergonomics, TU
Berlin. The Summer School is an annual postgraduate event that is supported
by the Section of Engineering Psychology of the German Psychological Society
(DGPs).

The intention is to provide an interactive platform that promotes the trans-
fer and communication of interdisciplinary skills relevant to Human Factors
research. Successful postgraduate applicants (Ph.D., M.Sc., and candidates)
have the opportunity to present their research interests and /or current projects
for critical discussion. Prominent researchers are invited to teach advanced
methods and communicate state-of-the-art research from their laboratories.

The 3 " German Summer School for Human Factors is hosted by Technische
Universitit Berlin from September 17" to 18", We are looking forward to

inspiring talks and discussions.

Target audience

The target audience is Ph.D. students working in Human Factors, irrespective
of whether they have just started or almost finished their Ph.D. The objective
of the Summer School of Human Factors is to offer a space for Ph.D. stu-
dents to connect and help each other with the empirical parts and handling
of other issues concerning the Ph.D. Also, the summer school will be attended

by invited senior researchers and guests, further facilitating the discussions.

Venue

The summer school will take place in building MAR (Marchstrafe 23, 10587
Berlin) on the Charlottenburg Campus of the Technische Universitét Berlin.

The MAR building can be reached by public transportation (www.bvg.de) via
bus, S-Bahn or U-Bahn:



e bus 245 — stop: Marchbriicke
coming from Zoologischer Garten (approx. 8 minutes ride)

coming from Hauptbahnhof (approx. 25 minutes ride)

e S-Bahn (S) — stop: Tiergarten
all S-Bahn crossing the city from west to east or vice versa stop at Tier-
garten (S3, Sb, S7, S75)
from Tiergarten it’s an approx. 12 minutes walk to the MAR building

e U-Bahn (U2) - stop: Ernst-Reuter-Platz
from Ernst-Reuter-Platz it’s an approx. 6 minutes walk to the MAR
building

When buying a ticket from a ticket machine, it always has to be validated.
Validation points are inside busses but not inside trains. Please remember that
you have to validate the ticket before entering the train at the platform. A
single ticket will allow you to use all public transportation for two hours but
only when traveling in one direction. A ticket for the whole day is valid from

the moment it is validated to the next day, 3 a.m.

Accommodation

Berlin is a city of long distances. Therefore, we recommend booking a room
nearby the venue. Also, check the connectivity between the venue and your
preferred accommodation. Connectivity can be checked with either Google
Maps or on the website of the Berlin public transportation system (bvg.de/en).

We provide some suggestions for accommodation on our website.

Information for presenters

Each focus group will be scheduled for 5 + 45 minutes:

e Prior to the focus group (5 minutes), the presenters are kindly asked

to give a sneak preview of their focus group (max. 40 seconds without
slides).



e During the focus group (45 minutes), the contributor has the opportunity
to initialize and lead a discussion about his/her current project. On
this account, contributors can give a short introduction to their current
project (max. 10 minutes) and use the rest of the time for an intense
discussion with the audience. The room will be equipped with a laptop,

a projector, a flip chart, etc..

We think the easiest way to conduct your session is that the audience will
first listen to your short introductory talk (5-10 mins.). You can use the
flip chart and/or some other form of presentation for your session. For the
discussion, we provide notes, pens, etc. facilitating the creative process. We
want to establish a convenient atmosphere for the speaker and a lively exchange

of ideas later on.

Questions?

If you want to get in touch with the organizers to discuss some ideas or up-

coming questions, please get in touch via email:

e stefan.brandenburg@tu-berlin.de



Program

Friday, 17.09.2021

09:00 — 09:30 Welcome TU Berlin & FG-Ing.-Psy.
Maren Heibges and Martin Baumann
speed dating of the participants
Presentation — Discussion
Chair: Martin Baumann

09:30 — 10:20  Andreas Schrank

10:25 — 11:15  Alina Rorig

11:15 — 12:05  Lena Kolmel & Lina Kluy

12:05 — 13:00  Lunch break

13:05 — 13:55  Veronica Hoth

14:00 — 14:50  Antonia Markus

14:55 — 15:45  Nicklas v. Kalkreuth

15:45 — 16:00  Coffee break

16:05 — 16:55  Laura Prislan

17:00 — 17:50  Felix Griin

17:55 — 18:45  Christoph Riiger

18:45 — 19:00 End of the Day Summary (talking ball)

19:00 — ...

Dinner




Saturday, 18.09.2021

09:00 — 09:10  Welcome day two

09:15 — 10:00  Questionable Research Practices in Human Factors research
Martin Baumann, Stefan Brandenburg
Presentations — Discussions
Chair: Martin Baumann

10:15 — 11:25  Francesca Zermiani

11:30 — 12:20  Tim Schrills

12:30 — 13:20 Katharina Jungnickel

13:20 — 13:40 End of the Summer School Summary

13:40 — 14:30 Lunch Break and taking farewell




Presentation topics

Andreas DLR Braunschweig Enhancing the Teleoperator’s Situation Awareness

Schrank by Human-Centered HMI Design

Alina TU Berlin Ethnographic approaches to ethically challenging

Rorig counseling issues in the care of mutation carriers
at increased risk for breast and ovarian cancer

Lena KIT Karlsruhe The role of external agents and different goal crite-

Koélmel & ria in the context of task allocation in human-robot

Lina Kluy collaboration

Veronica TU Berlin UX Design Ethics for e-Health Applications

Hoth

Antonia RWTH Aachen Designing Human-Al Interfaces to support cus-

Markus tomer services

Katharina  TU Berlin Development of a modular questionnaire for as-

Jungnickel sessing Customer Experience

Laura Robert Bosch How to foster sustainable behavior in consumer

Prislan GmbH & Univer- technology

sity of Stuttgart

Felix Griin TU Berlin How physicians nonverbally affect the Doctor-
Patient-Relationship in telemedicine settings

Christoph  Charité Berlin The triad of ergonomics, technology and domain

Riiger expertise — can we lower the practical barriers for
cooperation in academic research?

Nicklas v. TU Berlin In apps we trust

Kalkreuth

Tim Universitat Liibeck Do Users Understand Al as Good as They Think?

Schrills Experiencing Information Processing Awareness in
Intelligent Medical Systems

Francesca  Universitat Is a wandering mind always a distracted mind?

Zermiani Stuttgart Identifying the costs and benefits of mind wander-
ing in learning contexts.

Christoph  Charité Berlin The triad of ergonomics, technology and domain

Rueger

expertise — practical barriers.
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Enhancing the Teleoperator’s Situation
Awareness by Human-Centered HMI
Design

Andreas Schrank

German Aerospace Center (DLR), Braunschweig
andreas.schrank@dlr.de

Teleoperation of vehicles has the potential to serve as an approach to reap
off the benefits of automated driving already in the near future when fully
automated vehicles (SAE level 5; SAE, 2018) will not yet be fully operable.
In teleoperated driving, a human operator in a remote control center boosts
passenger safety and service reliability by monitoring the vehicle and taking
over control when disturbances occur that the vehicle automation’s skills can-
not cope with by itself. A user-centered human-machine interface (HMI) for
the teleoperation of highly automated shuttles (SAE 4) by a public transport
control center was generated to integrate the vehicle’s automation and human
remote operation. The HMI prototype was evaluated regarding its usability,
situation awareness (SA; Endsley, 1995), acceptance, and perceived workload
by transport control center professionals as an online interview study (Kettwich
et al., 2021; Schrank et al., 2021). Even though results supported our HMI
overall, especially regarding usability, acceptance, and workload, SA ratings
did not differ significantly from the scale mean, suggesting a merely average
degree of SA perceived by participants. SA was measured using the Situa-
tion Awareness Rating Technique Starting (SART), a subjective self-report
measure.

Setting out from this particular result, the following questions arose: (1)
Why did the current HMI not provide sufficient SA to the participants? What
improvements need to be made in order to do so? Specifically, how did the
remote setup as an online interview study influence factors such as involved-

ness and immersion? (2) Is the SART questionnaire-based method suitable
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to measure SA in this setting? If not, are there more suitable approaches to
measure SA in teleoperated driving?

In order to answer the first cluster of questions, a systematic analysis of
the first HMI prototype’s evaluation was conducted. Both improvement sug-
gestions from participants and additional approaches to enhance key outcome
variables regarding the HMI were compiled. These include theoretical frame-
works such as the Out-of-the-Loop concept in automated driving (Merat et al.,
2019) as well as empirical findings on the interplay of teleoperator, environ-
ment, and operation interface characteristics on the teleoperator’s SA (Linkov
& Vanzura, 2021). This compilation will subsequently be used to refine the
HMI and then re-validate it by conducting a second evaluation study, prefer-
ably on-site using a lab-based simulator teleoperation workstation with scenar-
ios that typically occur in teleoperated driving. To address the second cluster of
questions, methods to measure SA will be systematically reviewed with a focus
on objective approaches, such as the query-based Situation Awareness Global
Assessment Technique (SAGAT) (Endsley, 1987) that Endsley specifically sug-
gested for measuring SA in teleoperation (Endsley, 1995). Subsequently, the
SA measurement method that suits the requirements of teleoperated driving
best will be selected to evaluate the refined HMI.

The objectives for the focus group at the German Human Factors Summer
School derive from the two central questions stated above: (1) Soliciting ad-
vise for designing the second evaluation study at the simulator teleoperation
workstation and (2) discussing the construct situation awareness, its useful-
ness in the context of my research, how to measure it and what other related

constructs and approaches could be considered.

Acknowledgements This research project has received funding via the project
RealLab Hamburg, section Autonomous Driving (RealLab Hamburg, 2020),

from the German Federal Ministry of Transport and Digital Infrastructure.
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Ethnographic approaches to ethically
challenging counseling issues in the care
of mutation carriers at increased risk for

breast and ovarian cancer

Alina Rorig

Division of Ergonomics, Technische Universitat Berlin
alina.roerig@tu-berlin.de

I would like to present my first drafts of my dissertation project, which
focuses on issues of kinship and family planning for people with a family his-
tory of cancer. Familial cancer risks (e.g., due to genetic alterations such as
BRCA12 mutations) are becoming increasingly important in gynecology: ap-
proximately 5-10% of all breast and 10-15% of all ovarian cancers arise due to
congenital genetic mutations, regularly changing the panel of risk genes to be
considered. Prospective, age-specific risk data are necessary to estimate risk
reduction for every individual patient. Counseling on these individual risks is
the core of genetic counseling for mutation carriers. In the field, there are,
on the one hand, gynecologists in outpatient care, who play a central role in
counseling patients with increased risk of disease due to family history. How-
ever, genetic counseling mostly takes place at specialized centers, which is why
I would like to start here with an ethnographic research approach.

It is to be expected that counseling specialists will increasingly have ways
to integrate topics such as the new possibilities of genetic testing, such as pre-
implantation diagnostics, into their consulting practice. The consideration of
these ethically controversially discussed medical possibilities in the counseling
of mutation carriers, as well as the role of male mutation carriers in their
individual family constellation could be the focus of the research questions to
be developed.

Specifically, I would like to explore what shapes the daily lives of people

living with genetic mutations. (How) does living with the mutations change
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their perspectives on family, kinship, reproduction, and family planning? What
questions arise and how can genetic counseling specialists be good counselors
for these sensitive and private issues. On the other hand, I want to determine
what the central challenges for the counseling physicians are and how patient-
centered counseling can be improved both for the advice-seeking families and
the professionals.

One of the dissertation’s main achievement is to find ways to improve the
counseling practice. For this purpose, an analysis of existing voids and po-
tentially challenging situations will be conducted in a first study, in order to
identify and implement possibilities for improving the consultation practice
based on these results. Considerable implementation possibilities could be, for
example, the creation of information material for independent decision-making
by the patients or the development of tools that can be used by the physicians
as support during the consultation. Depending on how physicians, patients or
ethics experts assess the challenges in counseling practice, the development of
a guide on family planning and kinship or the development of training formats
could also be the focus of the subsequent research phases.

I would like to present my qualitative research design for the exploratory
initial phase of the research and would in particular like to exchange views on

the ethical challenges of the research project.
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The role of external agents and different
goal criteria in the context of task

allocation in human-robot collaboration

Lena Kolmel & Lina Kluy

Karlsruher Institut fiir Technologie - Institut fiir Arbeitswissenschaft und

Betriebsorganisation
lena.koelmel@kit.edu & lina.kluy@kit.edu

Technical advances make it increasingly possible to integrate self-learning
systems (through artificial intelligence; Al) into people’s everyday work. Col-
laborative robots are one example of those kind of systems in the context of
production. With the introduction of human-robot collaboration (HRC), com-
panies usually pursue two goals: On the one hand, economic advantages i.e.
the improvement of productivity, and on the other hand, ergonomic advan-
tages i.e. the reduction of strain and stress during work. Although an optimal
task allocation between humans and robots is a crucial factor for the successful
introduction of HRC, there have been few studies analyzing this process from
a psychological point of view. On the one hand, the comparison of different
allocation agents indicates that humans evaluate a task allocation performed
by themselves most positively. On the other hand, it could also be shown
that humans prefer to give up their decision authority to a technical system in
studies with direct interaction.

The aim of this present study is to investigate the influence of the external
allocation agent and the goal criterion on human perception of task allocation.
Based on a partial hierarchical 2x2x2 between-subject-design, 199 people par-
ticipated in an online experiment in which the influence of different allocation
agents (human production manager vs. self-learning system) and the goal cri-
terion (economic efficiency vs. human-centeredness) on the perception of the
allocation process (i.e. satisfaction, trust, behavioral acceptance and emotion)
was investigated. A third factor condition (joint presentation vs. separate pre-

sentation) was included to analyze whether the possibility to choose between
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external agents is a relevant factor. For this purpose, a scenario of a HRC task
allocation with interdependent work steps was presented to the participants.
The results suggest an interaction effect between allocation agent and goal
criterion, especially with respect to decision satisfaction. Moreover, the ac-
ceptance of the allocation is influenced by global attitudes towards technology
and robots.

This study is the starting point of two PhD projects located in the field
of work-related human-Al-interaction. Hence, the focus group will discuss re-
search opportunities regarding human-centered artificial intelligence and human-
ATl interaction in the field of work. In the analysis of the study results, it
became visible that - if people can choose between a self-learning system and a
human production manager as external allocation agents - Al is often perceived
as influenced by humans or human-made rather than as an independent entity
with agency on its own. This finding is related to algorithm literacy and al-
gorithm aversion/appreciation. These topics question and place new demands
on research on human-Al interaction. Therefore, the discussion will provide
impulses for approaching such experimental setups within Al studies with lay

people and implications for future studies.
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UX Design for Data Privacy Protection

Veronica Hoth

Technische Universitat Berlin
veronica.hoth@tu-berlin.de

The General Data Protection Regulation (GDPR) aims to protect users’
privacy setting regulations for internet providers to process users’ data in a
transparent manner (Art. 5, 13, 25 of GDPR, 2018). It mandates that storing
technically data on a user’s computer can only be done if the user is pro-
vided with information about how this data is used, and the user is given
the possibility of denying this storage operation or changing his or her deci-
sion retrospectively. One technical method of storing user data while browsing
the internet are cookies. Cookies are small data blocks that are saved on the
user’s device and send back to the provider to share information about the
users’ activity on the specific web site.

Consent dialogues or cookie banners pop up every time a user opens a new
website to ask the users for permission to place cookies on the users’ device to
allow them to track their online behavior, store their data and pass it on to
others, for example advertising companies. These cookie banners interrupt the
user-flow and are perceived as annoying, which results in a privacy fatigue or
cookie banner fatigue (Choi, n.d.) and a negatively perceived user experience.

User Interface (UI) and User Experiences (UX) Designers apply design
nudges on cookie banners, such as dark or whitelight patterns to steer the
users into giving or denying consent without having to read the consent no-
tice and to diminish the interruption caused by the cookie banner during the
interaction with the website. These cookie banners are questionable because
they do not actually inform the users, hence are not following Article 5, 13 and
25 of the GDPR that mandates that data processing should be transparent to
the data subject (users and consumer) and aims to create trust to allow the

digital economy to develop (Recital 7, Radley-Gardner et al., 2016).
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Digital Health Systems

The GDPR principle of transparent information regarding the processing of
personal data is challenging for digital health (DH) systems. It mandates that
the information about the data processing should be easily accessible and easy
to understand and that users should be informed about the "personal data con-
cerning them that are collected, used, consulted or otherwise processed and to

what extent the personal data are or will be processed” (Recital 39).

Methodology

To follow the Human Centered Design (HCD) approach, user centered design
methods will be used to analyze the problems that exist with data privacy
consent notices such as cookie banners by conducting user research, interviews
and usability tests. The aim is to find out, how visual design can create new

solutions to inform transparently about data privacy to increase trust.

e Can visual design improve data privacy interactions and increase trust

in digital (health) systems?

e Do design nudges - such as dark or light patterns - used in cookie banners

have an influence on the perceived trust in data privacy and technology?

Based on the Evidence Based Design Method (EBD), the outcome of the
research will be used to design new UI and UX solutions i.e. guidelines or
principles to create a transparent communication about data privacy in digital

health web-applications that increase trust in digital health systems.

Research Design

Study 1

The aim of this study was to show whether the number of dark patterns and
the white patterns used in cookie banners have an influence on the perceived
trustworthiness of website providers. Since the quality of the user interface can
affect user confidence, the UX was also reviewed (Roy et al., 2001). For this
quantitative study we conducted an online survey with 56 participants combin-
ing an interaction with cookie banners and a survey, where participants were

asked to evaluate the structure and the content of the cookie banner they were
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randomly shown. Through the between subject design each group of partici-
pants had to interact with different cookie banners that apply different design
nudges such as white/light pattern that motivate users to deny consent of data
tracking and different levels of dark pattern, that persuade users into giving
consent to data tracking. They had to interact with one of four different types
of cookie banners and asked to answer two questionnaires about their expe-
rience. The meCUE-questionnaire (Modular evaluation of key Components
of User Experience; Minge & Riedel, 2013) to evaluate the user experience
and the SCOUT-questionnaire (Scale of Online Users’ Trust) to evaluate their
online trust.

The research question of the first study of this doctoral dissertation aims to

answers the following main hypothesis:

e A) The more dark patterns are used, the lower is the perceived trustwor-
thiness and the UX.

e B) White patterns lead to an increase in the perceived trustworthiness

and the UX.

Results of the Study
The outcome of this study showed, that either dark or white pattern have an

influence on the perceived trustworthiness of the website.

Study 2 - Qualitative Study

To find out, whether the context of the cookie banners can have an influence on
the perceived trust in websites, I want to place three different types of cookie
banners with white pattern, dark pattern and no design nudges in their real
context of digital health websites. If the context increases the influence in the
perceived trust, then the cookie banner is probably not having an influence on
trust in web sites.

The advantage of the qualitative survey is, that I will be able to ask the par-
ticipants questions about their perception of the interaction with the banner.
Cookie banner fatigue and data privacy fatigue (Choi, n.d.) is a phenomenon
that has raised since the GDPR was launched in 2018, so I would like to
find out, what kind of privacy consent notice or privacy interaction elements

participants would prefer during the interaction with the website.
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For the experiment, participants will not know, that their perception of
the cookie banner is being tested. They will be asked to interact with digital
health web sites using think aloud to accompany the observation and to know
what they think while they interact with the cookie banner, that will appear
after the website opens. Afterwards, they will be interviewed about UX, trust,
their attitude towards data privacy and data consent notices. Therefore I want

to ask the following questions among others:

e What do users want to know about their data privacy rights?
e When do users want to be informed about their data privacy rights?
e What kind of data are they willing to share for what purpose?

e Have the participants seen or thought about user friendlier privacy con-

sent interactions?
e Do participants feel the need to gain control over their data?

e Do they feel that control over their data would give them more trust in

in digital health systems?

Study 3

Based on the results I aim to develop a design solution for trustworthy informed
consent banners for digital health systems. A prototype of the design solution
will be developed and tested again, following the HCD approach. Hopefully,
this solution will be evaluated with a positive UX, communicate data privacy

transparently and make users trust more in digital health systems.
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Designing Human-AI Interfaces to
support in customer services

Antonia Markus

RWTH Aachen
A.Markus@wzl.rwth-aachen.de

Advances of Artificial Intelligence (AI) are enabling developers to integrate
a variety of Al capabilities into user-facing systems. For example, Al-systems
can execute the analysis of big data sets that are too complex for the human
information processing. Collaborating with each other the Al can augment
the data processing capabilities and support humans in making databased de-
cisions. Using Al in the customer service could be an answer to the increasing
expectations of rapid response rates by the customers. However, successful
human-Al collaboration requires that the offered support by the AI is com-
prehensible for the human. Key to address this requirement is the design
of the human-Al interface, which strongly influences how the user percepts
and assesses the Al-system. Although design guidelines for user interfaces
had been discussed over decades, the transfer to human-Al interfaces remains
an obstacle (Amershi, 2019). This stems from the fact that there is a great
variability of Al design and use cases. Because the Al constantly adapts to
the given feedback from the user, challenges for the designer of the interface
arise. This can cause unpredictable interactions produced by the Al in real-
world use. Yang et al. (2020) describe two challenges of human-AT interaction:
the uncertainty surrounding the Al’s capabilities and Al’s output complexity.
Especially, traditional human-centered design methods can reach their limits
under these circumstances. Their focus of keeping the design artefacts and
prototypes simple allows the user to participate in several design iterations,
but can possibly not address the requirements of Al-systems due to the un-
predictability an complexity of the outcomes. Consequently, the participatory
approach, which is characterized by a strong involvement of the end user, can-
not exploit its full potential when the end users or even the designers are not
able to understand the Al.
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The objective of this study is to compare different user interface design
methods in the setting of human-Al interfaces. For this purpose, human-Al
interfaces for three different real-world use cases are going to be designed. We
will examine if the methods of a human-centered design process lead to im-

proved performance outcomes despite the higher complexity of Al-systems.

References
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In apps we trust

Niklas von Kalckreuth

Technische Universitat Berlin
nka@mms.tu-berlin.de

eHealth applications have long since gained a foothold in digital life and
the number of application areas, apps and users is steadily increasing. In ad-
dition to apps for recording health and body data to track your own physical
performance (healthy lifestyle maintenance apps), all health insurance compa-
nies already offer apps for managing the insurance relationship and for par-
ticipating in their respective bonus programs. With the introduction of the
electronic health record (EHR), even more sensitive data is now being stored
on the health insurance companies’ servers. With the increase in data leaks
and hacker attacks, there are inherent risks to digital progress. To accept risks
and use the technology, trust in the app and the provider is essential.

Previous research has already shown that trust as a motivator has a signifi-
cant influence on the intention to use eHealth apps. The data also showed that
the higher the frequency of use, the higher the trust in health insurance apps.
The increase in trust from never, occasionally, one app regularly to several
apps regularly was very or strongly significant. On the one hand, this could be
due to the attitude towards data protection of individuals, which significantly
influences trust in the provider. For example, individuals who are skeptical
about data privacy would generally not use a health insurance app, as there
is little trust. On the other hand, when interacting with the app, trust could
be generated by various factors in the UX. This would increase trust through
regular use and through experience. However, it would be unclear which sub-
jective and objective factors influence the perceived trustworthiness of an app.

While the relevance of trust for interaction was confirmed in the first study
of the PhD project, this interaction study aims to show which factors in the
UX influence the perceived trustworthiness. The first part of the interaction is
a simulated website of a Corona rapid test provider. The participants should

book a test appointment on this, stating personal data (name, date of birth,
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telephone number, e-mail address, ID number). Half of the participants will
work on the directly simulated website, while the other half will be confronted
with the website without security cues (no lock in the browser bar, expired
website certificate). This manipulation is intended to investigate to what ex-
tent the absence of security cues influences the perception of trustworthiness
cues. In the second part, the participants interact with an EHR app and are
supposed to carry out various tasks. Subsequently, in the interview part, the
participants are asked about factors in the UX that were perceived as partic-
ularly trustworthy. The answers are to be evaluated by means of a content
analysis and the factors are to be categorized. Furthermore, the influence
of the security cue manipulation on the factors mentioned is to be examined
quantitatively.

Follow-up studies are to evaluate the extent to which the factors found are
weighted for the perceived trustworthiness and how the user can be transpar-

ently informed about the actual trustworthiness.
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How to foster sustainable behavior in
consumer technology?
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Sustainability is more and more seen as an important topic, not only in
public but also in companies (Burritt, 2010), governments (Brugmann, 1996)
and the stock markets (Yilmaz et al., 2020). Recent studies found a higher
resilience for more sustainable companies in case of a severe stock market
crisis (Yilmaz et al., 2020). Relevant literature focuses on three pillars of sus-
tainability: social sustainability, economic sustainability, and environmental
sustainability (Purvis et al., 2019). According to Clift (2007), three key issues
arise in connection with emissions: first, they should be limited to avoid a
major climate change. Second, the per capita allocation of emissions should
be equal, and third, the techno-economic measures should be implemented to
reduce emissions.

In my dissertation I will relate these pillars to user experience and nudging.
There already exist examples in consumer technology which help saving energy
and reduce emissions, e.g., the E-bike, LED-light or automated roller shutters.
Nudging patterns could influence the decision making towards a more sustain-
able behavior (Thaler et al., 2008). Examples are the sound of the fridge when
it is left open too long, or the kettle when it is ready.

On the one hand, identifying potential nudging strategies for consumer tech-
nologies could help to promote sustainable behavior. These strategies have the
potential for low-cost implementation and are therefore suitable for series pro-
duction and lower-paying customers. Furthermore, they could increase the
awareness for sustainability in society. On the other hand, developing a tool
that helps users to choose more sustainable products could foster sustainable
behavior. An idea is to simplify the comparison of devices in terms of energy
and resource consumption. It has also social perspective as the more sustain-

able option does not necessarily need to be the most expensive one. If it is the
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most expensive option, one would have to think about the social implications
(for example financial support for low-income households).

In the focus group, I will outline and discuss potential benefits and chal-
lenges of both directions. To give a good background first drafts of the ex-
perimental design will be presented. Further, I want to adjust the approaches
above with input and choose the more promising one regarding the research

question.
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The doctor-patient-relationship has an influence on medical outcomes (Stew-
art, 1995). An important aspect of the doctor-patient-relationship is the non-
verbal behavior of physicians (Lorié, 2017). Pandemic times may change how
well nonverbal behavior can be perceived. Mimic expressions are hidden be-
hind face masks and they are more difficult to be perceived in video chat con-
sultations, which are recommended in the current pandemic (Coleman, 2020).
Nonetheless, physicians influence the doctor-patient-relationship in online con-
sultation by their nonverbal behavior (Pols, 2012). For my PhD project, I
chose two aspects of telemedicine consultation. Firstly, I illuminate the in-
fluence of physicians’ body postures on doctor-patient-relationship in online
settings. Postures are part of nonverbal behavior (Forkin et al., 2019) and
well perceivable in online settings (Kraft-Todd et al., 2017). First findings
indicate, physicians are perceived differently depending on their assumed open
or closed postures. Secondly, my research seeks to clarify the influence of the
camera angle of the physicians’ camera in telemedicine settings. Camera angles
can affect the perception of postures (Baranowski & Hecht, 2018). The PhD
project aims to explain, how doctor-patient-relationship, nonverbal behavior
by the example of postures and the technical aspects of telemedicine by the
example of camera angles are linked. In the summer school, I would be hon-

ored to present and discuss the findings and the framework of my PhD project.
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practical barriers for cooperation in
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Due to rapidly expanding knowledge bases, we see rising education and
specialization requirements in many fields of (expert) work, such as medicine.
At the same time, digital technologies become increasingly important, posing
both the chance of supporting experts as well as the risk of further compli-
cating their work. As a result, emerging technologies must be well suited and
designed for their intended users and tasks if they are to be beneficial. Due
to the developments mentioned above, though, it becomes increasingly diffi-
cult to understand and communicate processes and issues in expert domains -
which is necessary for innovating, developing, and evaluating new technological
solutions.

There are various methods for task and user analyses, as well as for evalu-
ating the usability and effects of technology and software. Such methods have
been created and refined both by academic fields like ergonomics and human
factors, as well as commercial organizations. Though useful and effective, they
require an additional skill set on top of the technical and domain expertise
needed for developing new technology. Requiring expert knowledge in three
distinct fields may be feasible for commercial organizations with correspond-
ing product lifecycles and financial backing. However, it poses a large hurdle
when researching experimental and specialized technologies in an academic
context: Due to the structure and financial incentives in the (German) aca-

demic environment, research groups that include experts from all three fields



29

are unusual. As a result, it is often necessary for multiple organizations to co-
operate which requires networking, good inter-organizational communication,
shared interests and goals, as well as funding. These requirements can be major
hurdles, especially for projects with non-commercial, more basic research ques-
tions and /or of smaller scope, which could benefit from low-threshold methods
of cooperation.

For this focus group, I present my research project as an example for this
issue, covering basic concepts and challenges of researching the impact of an
emerging digital technology (augmented reality) in the operating room: As an
engineer in a predominantly medical /surgical research group, it can be difficult
to understand surgical processes, and to design experiments that adequately
analyze the effects of new technology on these processes. In a previous project,
it was very helpful to include experts in the field of human factors research to
tackle these issues. However, I have struggled to establish such cooperation
both on a longer term and for more spontaneous issues due to the hurdles
mentioned above. Based on this personal example I aim to start the group
discussion with the question: Are there practical ways to encourage and fa-
cilitate interdisciplinary academic research which requires expertise in human

factors, technology, and domain knowledge?
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Mind wandering is generally defined as an attentional shift from the pri-
mary task to internal task-unrelated or stimulus-independent thoughts, which
has been shown to negatively influence students’ learning performance (defined
here as negative mind wandering). In the past decade, considerable scientific
effort has led to the development of attention-aware learning technology, ca-
pable of detecting mind wandering from the learners’ eye movements, facial
expressions, EEG, electrodermal activity or heart rate, and delivering real-
time interventions, such as content reiteration, attention redirection phrases
and questions. Alongside this research direction, greater scientific attention
has also been given to exploring the bridge between mind wandering and cre-
ative thinking. Emerging evidence exhibits a fundamental similarity between
these conditions and a positive impact of mind wandering on creative idea
generation (here referred to as positive mind wandering).

Work in the field has so far mainly focused on automatic detection of mind
wandering, while less attention has been given to computer-mediated teacher-
learner interactions, although such interactions still constitute a crucial feature
of today’s learning. Detecting mind wandering from facial expressions has
been shown to be easier for computers as opposed to human observers. Other
modalities might therefore help to make mind wandering more visible to the
human eye.

Results from studies involving eye tracking have shown the potential of
gaze visualization in education. Sharing the students and teachers’ real-time

eye movements during learning would foster communication and coordination.
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However, the impact of sharing the learners’ gaze location with teachers is still
understudied. Studies reported an increase in the teachers’ ability to predict
their students’ level of cognitive understanding and states.

My aim is to investigate how we can discriminate between positive and
negative mind wandering to provide students with tailored support to resume
their task. In particular, it addresses the questions of how well humans can
predict mind wandering from face and gaze visualizations and whether this
technology might enhance the detection of the positive and negative condi-
tions. My first study will therefore examine whether incorporating gaze and
face information enables teachers to recognize mind wandering. We thus show
participants’ eye movements and facial expressions from a section of Huang et
al. (2019)’s dataset, where participants were asked to view lecture videos on
different topics. The dataset contains gaze data, facial video recordings, the
elicitation videos, as well as ground-truth information regarding the episodes of
mind wandering (see Huang et al., 2019 for further details). The participants
will be presented with three experimental conditions: facial video, gaze, and
both face and gaze, and they will be asked to indicate the beginning and end
of a mind wandering episode. Pre- and post-survey will assess participants’
demographic information and prior knowledge, user experience and observa-
tions while performing the task. Participants’ prediction accuracy will then be
compared to actual cases of mind wandering obtained by Huang et al. (2019).
Further exploring human observers’ performance serves as starting point for
better understanding our capacity of recognizing attentional processes and for

increasing the adaptability of the state-of-the-art attention-aware technology.
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Through technological advancements in the field of machine learning (ML)
and artificial intelligence (AI) automated information processing is becoming
more and more relevant (Abdul et al., 2018). Such processes in medicine
and health are not only complicated but often need a lot of experience and
education. Therefore, systems that support the analysis of information - e.g.
to make diagnosis - could be a huge achievement for professionals and private
users.

The emerging research field of explainable AT (XAI) aims to enable users to
understand decisions made by intelligent systems so they can reach an adequate
level of trust and identify efficient cooperation patterns (Adadi et al., 2018).
Verbene et al. (2012) found that after explanations were shown to users, trust
ratings increased significantly. However, which explanations satisfy users can
differ substantially based on e. g. correctness of mental models or experience
(Hoffmann et al., 2019). Therefore, subjective experience of explanations may
be substantial to understand how explanations influence trust. Additionally,
while automation aims to reduce workload (Parasuraman et al., 2000), this
reduction might be cancelled out when explanations require additional effort.

Besides trust, the Situation Awareness (SA) that users are able to develop
when interacting with automation determines successful human-machine co-
operation (Endsley, 1988). Similarly, Awareness of the information processing
in e. g. medical diagnoses, may affects central interaction metrics like perfor-
mance. As in Situation Awareness Theory (Endsley, 2015), the objective per-

formance in perceiving, understanding and predicting information processing
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can differ from subjective experience. Similar to Subjective Situation Aware-
ness (c.f. Taylor, 2017) this distinction is important in medical diagnostic
decisions; we describe the perceived SA in medical diagnosis as subjective in-
formation processing awareness (SIPA).

If, for example, a medical diagnosis system provides explanations (e. g.
highlights areas in x-ray images) on a specific decision (e. g. pulmonary
embolism) which are in fact not related to the diagnosis, users may assume
to be well aware of the information processing. However, the performance
in predicting the system’s information processing would not match the users’
self-believe.

In our current research, we manipulate types and amount of information an
intelligent diagnostic system provides. There is a need for research regarding
interactions which lead to high levels of STPA without providing relevant infor-
mation (see Eiband et al., 2019). To this end, we suppose experiments based
on research on human reasoning with focus on observation-based deduction
(c.f. Mehlhorn et al., 2011). In an example scenario, insulin requirements of
diabetics are determined by an AI, which communicates to the users either
a) only user-entered information such as food intake, b) system target values
such as a specific tissue sugar, c) information learned by the system such as
the ratio between ingested carbohydrates and insulin, or several of these types.

We aim to provide insight into the human-centered design of intelligent sys-
tems cooperating with human users. We focus on implications on how, when
and how much information about an AI’s information processing should be
communicated. Our objective is to develop guidelines for designs, which 1) are
able to achieve high levels of SIPA without inducing more workload, 2) allow
for SIPA to influence performance and trust as well as 3) avoid a false rise in

SIPA levels due to misleading explanations.
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Volatile markets, global integration of value chain, shorter innovation cycles
and Corona pandemic are a driver for the digitization of touchpoints for prod-
ucts and services. Customer experience is a multidimensional construct that
includes the interaction between customers and companies along the entire
consumer process. As online usage continues to grow, customer experience is
an important factor to consider for companies. In order to satisfy the needs of
end users regarding products, services and touchpoints, it is essential to design
the user experience of the individual touchpoints in user-centric design along
the customer journey.

The aim of this paper is to develop an instrument that explores customer ex-
perience exploratory from the perspective of customers and companies. There-
fore, the presented explanatory approaches to customer experience with their
characteristic dimensions are summarized as a list of requirements for the
item pool. Here, touchpoints serve as an important element for the design of
the item pool. Furthermore, existing measurement instruments are analyzed,
which usually only indicate a specific context of use or which are not stable
enough to apply to other contexts of use. Study la investigates the evaluation
of digital products and services from the customer’s perspective and Study
1b their evaluation from the company’s perspective. The purpose of the focus
group is to receive feedback on the various items in each touchpoint module. In
study 2a and 2b possible gaps are covered by optimizing the items, the results
from study la and 1b will be replicated in two online studies and validated by
a confirmatory analysis. With the help of the already existing measurement
instruments, the criterion validity will be checked. After confirming the results
from study 2a and 2b, Study 3 will use the modular questionnaire in a case

study in a company, so that the theoretical is verified in practice.
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